# Orthogonal Transformations in Triangulation Adjustment* 

## The Gram-Schmidt process allows the reduction of very large systems of equations to smaller systems through the repeated application of partitioning a vector space into a subspace and its orthogonal complement.

## I Atroduction

ITuis beex said in the past that aerial triangulation is simply a problem of matrix inversion. To be more optimistic, it can be said that aerial triangulation is a problem of solving a large linear system of equations.

The classical method of solution of such a linear system, which usually has a rectangular coefficient matrix of order $n \times p$ where $n>p$ is based on: 1 ) the formation of a set of normal equations which have a square coefficient matrix of order $p \times p$; and (2) the solution of such normal equations by a direct or iterative method.

Analternate approach for this least-squares problem is the solution via orthogonal trans-

Observation Equations in the Simultaneous Adjustiuest of Bundles
The mathematical model for the simultaneous adjustment of bundles in aerial triangulation can be derived from the projective relationships between the photograph and the terrain. (See Schmid, 1959). It can be reduced eventually to a linear statistical model for the form:

$$
\begin{align*}
\mathrm{Y} & =\mathrm{X} \beta+\mathrm{e}  \tag{1}\\
\mathrm{E}(\mathrm{e}) & =0  \tag{2}\\
\mathrm{D}(\mathrm{e}) & =\sigma^{2} \mathrm{I} \tag{3}
\end{align*}
$$

where $Y=n \times 1$ random vector derived from the observations, i.e., the measured $x$ - and y-plate coordinates; $\beta=p \times 1$ vector of un-


#### Abstract

The numerical solution of point estimators as well as interval estimators affects the problem of aerial triangulation adjustment via orthogonal transformations. Two methods are presented that atoid the formation of normal equations. The first method makes use of the Gram-Schmidt orthonormalization process. The second method utilizes the Houscholder orthogonal transformations. Problems are reported that arose during implementation of the simultaneous adjustment of bundles using Householder transformations, together with their solutions.


formations. This is based on the direct manipulation of the columns of the original rectangular linear system, which is usually known as the observation equation. The solution via orthogonal transformations avoids the intermediate step of forming the normal equations which may be ill-conditioned, and hence it is theoretically more stable.

[^0]known parameters, such as the spatial coordinates of pass points and the positions and attitudes of the camera during exposures (estimates, $\hat{\beta}$, for $\beta$ are being sought in the adjustment problem); $X=$ a known $n \times p$ coefficient matrix; $e=\mathrm{n} \times 1$ unobservable random vector, which is a function of the measurement errors (an estimate $\hat{e}$ for $e$ is sought in the adjustment); $E(\mathrm{e})$ denotes the expectation of the random vector $e$, usually assumed equal to the $n \times 1$ zero vector 0 ; $D(e)$ denotes the dispersion matrix of the random
vectore; $\sigma$ is the standard error of the observations. For details of such reduction, see Yassa \& McNair (1973).
To get an idea about the structure of the coefficient matrix, consider a small block of $2 \times 3$ photographs, as shown in Figure I. Assume that four error-free complete ground control points are available at the corners of the block. Assume further that no auxiliary data are observed. Then there are six unknown elements of exterior orientation for each of the six photographs and three unknown spatial coordinates for each of the 11 pass points. Hence, the number of unknowns $p$ in the adjustment of the block would be:
$$
p=6 \times 6+3 \times 11=69
$$

As for the number of equations $n$ in the adjustment problem, two observation equations can be formed for each measured point on a photograph, one for the $x$-coordinate and the other for the $y$-coordinate measurement. As there are six measured points for each end photo in the strip and nine points for each intermediate photo, the number of observation equations $n$ would be:

$$
n=2 \times 2(6+9+6)=84
$$

Hence, the coefficient matrix is of the order of $84 \times 69$. However, the coefficient matrix is a highly sparse matrix characterized by a high degree of orthogonality between its columns. This orthogonality is due to the fact that, prior to the adjustment, there is no correlation between: (a) the orientation elements of different photographs in the block; (b) the ground coordinates of different pass points in the


Fig. 1. A sub-block of 2 by 3 photographs. Principal points are indicated with plus symbols, pass points by round dots, and a triangle with an $x$ inside indicates a complete ground control point (or two separate horizontal and vertical points).
block; and (c) a photograph and the pass points that are not measured on it. Some correlation is, however, introduced by the adjustment. For a schematic representation of the structure of the coefficient matrix for this sub-block, see Figure 2.

## Classical Least Squares Solution via Normal Equations

The classical method of solution for the unknown parameters may be briefly summarized as follows:

1. Form the normal equations:

$$
\begin{equation*}
X^{\prime} X \hat{\beta}=X^{\prime} Y \tag{4}
\end{equation*}
$$

where $X^{\prime}$ denotes the transpose of the coefficient matrix, $\hat{\beta}$ denotes the least squares estimates for the unknown parameters $\beta$. It is to be noted that the resulting coefficient matrix of the normal equations $X^{\prime} X$, is a positivedefinite symmetric matrix.
2. Solve the linear System 4 by a direct or iterative method, to obtain the least squares estimates $\hat{\beta}$ for the unknown parameters.
3. Find estimates for the observation errors $e$ :

$$
\begin{equation*}
\hat{e}=Y-X \hat{\beta} \tag{5}
\end{equation*}
$$

4. Find an estimate for the variance of the observation errors:

$$
\begin{equation*}
\hat{\sigma}^{2}=\hat{e}^{\prime} \hat{e} /(n-p) \tag{6}
\end{equation*}
$$

where $\hat{e}^{\prime}$ denotes the transpose of the computed vector of residuals $\hat{e}$.
5. The Covariance matrix of the unknown parameters $\hat{\beta}$, is given by:

$$
\begin{equation*}
D(\hat{\beta})=\sigma^{2}\left(X^{\prime} X\right)-1 \tag{7}
\end{equation*}
$$

i.e., it is obtained by the inversion of the coefficient matrix of the normal Equations 4.

## Least Squares Solution by <br> Orthonormalization of the Coefficient Matrix

The $p$-columns of the coefficient matrix $X$, viewed as vectors in $R^{n}$ span a vector space of $R^{n}$ denoted by $V$. As these column vectors are linearly independent in the problem of bundle adjustment, they form an arbitrary basis for $V$. The dimension of $V$ is $p$.

An orthonormal basis $U^{(p)}=\left\{u_{1}, u_{2}, \ldots u_{p}\right\}$ for the vector space $V$ may be obtained by the Gram-Schmidt orthonormalization process which is a recursive $p$-step procedure as follows:

1. Normalize the first column vector $v_{1}$ in $X$ to obtain the orthonormal set $\left\{u_{1}\right\}$ which consists of one vector $u_{1} \in R^{n}$ :

$$
\begin{equation*}
u_{1}=v_{1} /\left\|v_{1}\right\| \tag{8}
\end{equation*}
$$

where $\left\|v_{1}\right\|$ is the Euclidean norm of vector
$v_{1}$ : If the elements of vector $v_{1}$ are $v_{11}$,
$v_{21}, \ldots v n_{1}$, then

$$
\begin{equation*}
\|\left|v_{1}\right| \mid=\left(v_{11}^{2}+v_{21}^{2}+\ldots+v_{n 1}^{2}\right)^{1 / 2} \tag{9}
\end{equation*}
$$

$u_{1} \in R^{n}$ denotes that the vector $u$ belongs to the vector space $R^{n}$.
2. For each step $k: k=2,3, \ldots p$, assume there is an orthonormal basis $U^{(k-1)}=\left\{u_{1}\right.$, $\left.u_{2}, \ldots u_{k}-1\right\}$ for the first $k-1$ columns in the coefficient matrix. The orthonormal basis $U^{(k)}=$ $\left\{u_{1}, u_{2}, \ldots u_{k}\right\}$ is the union of $U^{(k-1)}$ and $u_{k}$ where $u_{k}$ is computed from the $k$-th column vector $v_{k}$ as follows:

$$
\begin{gather*}
w_{k}=v_{k}-\sum_{j=1}^{k-1}<v_{k}, u_{j}>u_{j}  \tag{10}\\
u_{k}=w_{k} /\left\|w_{k}\right\| \tag{11}
\end{gather*}
$$

where $\left\langle v_{k}, u_{j}\right\rangle$ denotes the scalar product of the vectors $v_{k}$ and $u_{i}$.
The transition matrix from the arbitrary basis $X=\left\{v_{1}, v_{2}, \ldots v_{p}\right\}$ to the orthonormal
basis $Q=\left\{u_{1}, u_{2}, \ldots u_{p}\right\}$ is an upper triangular matrix $R$, of full rank $p$, thus:

$$
\begin{equation*}
Q=X R \tag{12}
\end{equation*}
$$

where $X$ and $Q$ are both $n \times p$ matrices, whereas $R$ is a $p \times p$ matrix. As $R$ is of full rank, it is invertible, and

$$
\begin{equation*}
X=Q R^{-1} \tag{13}
\end{equation*}
$$

Substituting From 13 into 4, then the point estimators that are classically obtained from the solution of the normal Equations 4, may be directly obtained from:

$$
\begin{equation*}
\hat{\beta}=R Q^{\prime} Y \tag{14}
\end{equation*}
$$

and the intermediate step of forming normal Equations 4 is eliminated.

Thus for the simultaneous adjustment of


Fig.2. Diagram of the coefficient matrix of observation equations for a six-photo aerial triangulation. The near-square areas on the right indicate arrays of $2 \times 3$ non-zero entries, areas on the left (twice as large) are arrays of $2 \times 6$ non-zero entries.
bundles by this method, storage space is needed for:
(a) the random $n \times 1$ vector $Y$,
(b) the upper triangular matrix $R$, which is also a sparse matrix, and
(c) the $n \times p$ orthogonal matrix $Q$. The storage of $Q$ in the main memory of an electronic digital computer would impose a severe limitation on the size of blocks that can be adjusted all at once in the main memory. The adjustment of very large blocks could, however, be made by partitioning the vector space into orthogonal subspaces using auxiliary storage devices. See Yassa (1974).

The random vector of residuals, $\hat{e}$ is simply the component of $Y$ which is orthogonal to all the vectors of the orthonormal basis $U^{(p)}$. Thus $\hat{e}$ is computed from:

$$
\begin{equation*}
\hat{e}=Y-\sum_{j=1}^{p}<Y, u_{j}>u_{j} \tag{15}
\end{equation*}
$$

i.e., $\hat{e}$ can be computed even before the computation of the unknown parameters $\hat{\beta}$.
The point estimate $\hat{\sigma}^{2}$ may be computed from:

$$
\hat{\sigma}^{2}=\hat{e}^{\prime} \hat{e} /(n-p) .
$$

Applying the law of expectation to Equation 14 , one may verify that the estimates $\hat{\beta}$ are unbiased.

The covariance matrix of $\hat{\beta}$ may be also derived from Equation 14:
$D(\hat{\beta})$

$$
\begin{aligned}
& =R Q^{\prime} D(Y)\left(R Q^{\prime}\right)^{\prime} \\
& =R Q^{\prime} \sigma^{2} I Q R^{\prime}\left(\text { because } D(Y)=D(e)=\sigma^{2} I\right) \\
& =\sigma^{2} R Q^{\prime} Q R^{\prime} \\
& =\sigma^{2} R R^{\prime} \text { (because } Q \text { is orthonormal). (16) }
\end{aligned}
$$

Thus, the accuracy of the estimates $\hat{\beta}$ derived by Gram-Schmidt orthonormalization process, can be evaluated without any tedious matrix inversion as in the classical method.

Least Squares Solution by Decomposition of the Coefficient Matrix
Let $Q$ be an $n \times n$ orthogonal matrix chosen such that:

$$
Q X=R=\left[\begin{array}{c}
\bar{R}  \tag{17}\\
O
\end{array}\right]
$$

where $R$ is an $n \times p$ matrix with zero entries below the main diagonal, $\tilde{R}$ is a $p \times p$ upper triangular matrix, and $O$ is a $(n-p) \times p$ matrix with zero entries. Apply the orthogonal transformation $Q$ to both sides of the observation Equations 1, and set:

$$
\begin{align*}
C & =Q Y  \tag{18}\\
\eta & =Q e . \tag{19}
\end{align*}
$$

Then the observational equations reduce to:

$$
\begin{equation*}
C=R \beta+\eta \tag{20}
\end{equation*}
$$

where $E(\eta)=Q E(e)=0$
and

$$
\begin{equation*}
D(\eta)=Q D(e) Q^{\prime} \tag{21}
\end{equation*}
$$

$$
=\sigma^{2} Q Q^{\prime}
$$

$$
\begin{equation*}
=\sigma^{2} I \text { (because } Q \text { is orthogonal) } \tag{22}
\end{equation*}
$$

and the normal equations reduce to:

$$
\begin{equation*}
R^{\prime} R \hat{\beta}=R^{\prime} C \tag{23}
\end{equation*}
$$

Let the $n \times 1$ column vector $C$ be partitioned:

$$
C=\left[\begin{array}{l}
\dot{C}  \tag{24}\\
\ddot{C}
\end{array}\right]
$$

where $\dot{C}$ is a $p \times 1$ vector and $\ddot{C}$ is a $(n-p) \times 1$ vector. Then the normal Equations 23 can be written in the form
$\left[\hat{R}^{\prime} O^{\prime}\right]\left[\begin{array}{l}\tilde{R} \\ O\end{array}\right] \hat{\beta}=\left[\begin{array}{l}\tilde{R}^{\prime} O^{\prime}\end{array}\right]\left[\begin{array}{l}\dot{C} \\ \ddot{C}\end{array}\right]$.
The first $p$-equations of Equation 25 are:

$$
\begin{equation*}
\tilde{R}^{\prime} \tilde{R} \hat{\beta}=\tilde{R}^{\prime} \dot{C} \tag{26}
\end{equation*}
$$

If the rank of the coefficient matrix $X$ is $p$, it can be shown that $\tilde{R}$ has also a rank $p$ and, hence, it is invertible. Multiply both sides of Equation 26 by $\left(R^{\prime}\right)^{-1}$ :

$$
\begin{equation*}
\tilde{R} \hat{\beta}=\dot{C} \tag{27}
\end{equation*}
$$

where $\dot{C}$ is a $p \times 1$ vector representing the first $p$-elements of the transformed vector QY. This is an upper triangular system, which can be readily solved for $\hat{\beta}$ in a backward scheme, i.e., the unknown parameter $\hat{\beta}_{p}$ is computed first, $\hat{\beta}_{p-1}$ is computed next, and $\hat{\beta}_{1}$ is computed last. Thus by applying the orthogonal transformation $Q$, the intermediate step of forming the normal equations is eliminated.

An unbiased estimate for $\sigma^{2}$ is obtained from

$$
\begin{equation*}
\hat{\sigma}^{2}=\eta^{\prime} \eta /(n-p) \tag{28}
\end{equation*}
$$

which can be reduced to the form

$$
\begin{equation*}
\hat{\sigma}^{2}=\ddot{C}^{\prime} \ddot{C} /(n-p) \tag{29}
\end{equation*}
$$

where $\ddot{C}$ is an $(n-p) \times 1$ vector representing the last $(n-p)$ elements of the transformed vector $Q Y$.

It is worth noting that:

$$
R^{\prime} R=\left[\tilde{R}^{\prime} O^{\prime}\right]\left[\begin{array}{l}
\tilde{R} \\
O
\end{array}\right]=\tilde{R}^{\prime} \tilde{R}
$$

and $\quad R^{\prime} R=(Q X)^{\prime}(Q X)=X^{\prime} Q^{\prime} Q X$
$\begin{aligned}=X^{\prime} I X & =X^{\prime} X \\ \text { and hence } \quad X^{\prime} X & =\tilde{R}^{\prime} \tilde{R}\end{aligned}$
i.e., $\tilde{R}^{\prime} \tilde{R}$ is simply the Choleski decomposition of the coefficient matrix of the normal equations, $X^{\prime} X$.

The covariance matrix of the estimates $\hat{\beta}$ may be obtained from Equations 7 and 30:

$$
\begin{equation*}
D(\hat{\beta})=\sigma^{2}\left(\tilde{R}^{\prime} \tilde{R}\right)^{-1} \tag{31}
\end{equation*}
$$

To realize the triangular decomposition, Golub (1965) advocated the use of Householder orthogonal transformations. Golub's algorithm is a recursive $p$-step procedure defined by:

$$
\begin{align*}
X^{(t)} & =X  \tag{32}\\
X^{(k+1)} & =Q^{(k)} X^{(k)} \quad(k=1,2, \ldots p) . \tag{33}
\end{align*}
$$

In order to get an upper triangular matrix $X^{(p+1)}$, every orthogonal matrix $Q^{(k)} ;(k=1$, $2, \ldots p$ ) should transform all elements of the $k$-th column of $X^{(k)}$ below the main diagonal to zero. This is satisfied by putting:

$$
\begin{equation*}
Q^{(k)}=I-\alpha_{k} U^{(k)} U^{(k)^{\prime}} \tag{34}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha_{k}=1 \prime\left[\sigma_{k}\left(\sigma_{k}+x_{k k}^{(k)}\right)\right]  \tag{35}\\
\sigma_{k}= \pm\left(\sum_{i=k}^{n}\left(x_{i k}^{(k)}\right)^{2}\right)^{1 / 2} \text { with }\left\{\begin{array}{l}
+ \text { for } x_{k k}^{(k)} \geqslant 0 \\
- \text { for } x_{k k}^{(k)}<0
\end{array}\right. \tag{36}
\end{gather*}
$$

$I$ is an $n \times n$ unit matrix, $U^{(k)}$ is an $n \times 1$ vector defined by:

$$
u_{i}^{(k)}= \begin{cases}0 & \text { for } i<k  \tag{37}\\ \sigma_{k}+x_{k k}^{(k)} & \text { for } i=k \\ x_{i k}^{(k)} & \text { for } i>k\end{cases}
$$

The matrices $Q^{(k)}$ need not be computed explicitly because from Equations 33 and 34:

$$
\begin{equation*}
X^{(k+1)}=X^{(k)}-\alpha_{k} U^{(k) \prime} X^{(k)} U^{(k)} . \tag{38}
\end{equation*}
$$

Thus the vector $U^{(k)}$ and the scalar $\alpha k$ contain all information about the orthogonal transformation $Q^{(k)}$ at step $k$. They may be saved for the transformation of the vector $Y$ and for later use with iterative improvements. Additional space is needed for only the diagonal elements $u_{k}^{k}$ and for the scalars $\alpha_{k} ; k=1,2, \ldots, p$. In the method presented by Golub the elements of $U^{(k)}$ below the diagonal element $u_{k}^{(k)}$ and the upper triangular matrix $R$ are packed in the same space originally occupied by the coefficient matrix $X$.

## Simultaneous Adjustment of Bundles <br> Using Householder Transformations and Linked Memory Allocation

A computer program was developed for the simultaneous adjustment of bundles using

Golub's scheme for the least-squares solution in conjunction with a compact storage scheme known as linked memory allocation. In this compact scheme, space is reserved for only the non-zero entries of the coefficient matrix without paying undue attention to their locations. Each non-zero entry of the matrix is defined by five parameters: value, row, column, address of succeeding non-zero entry in the row, and address of succeeding non-zero entry in the column.

It was necessary, however, to make a modification in Golub's scheme to economize on storage requirements. The vectors $U^{(k)}$ which are used to apply the orthogonal transformation at step $k$ are not saved beyond that step. So these vectors are no longer available to transform the random vector $Y$. For the computation of the unknown parameters $\hat{\boldsymbol{\beta}}$, the equation:

$$
\begin{equation*}
R^{\prime} R \beta=X^{\prime} Y \tag{39}
\end{equation*}
$$

is used instead of Equation 27. This resulted in some additional arithmetic operations to form the column vector $X^{\prime} Y$, but it relieved the memory of a substantial storage space.

Another storage problem arose during implementing Golub's scheme in conjunction with sparse matrices. Many non-zero entries were created during the intermediate steps of matrix decomposition. This outbalanced the expected benefits from the use of linked memory allocation as a compact storage scheme and imposed a severe limitation on the size of blocks that could be handled in the main memory. Further studies, however, showed that a proper preordering of the unknown parameters can substantially reduce the number of these newly created entries. A block of aerial photographs is partitioned into subblocks or strips with a minimum correlation between them. The unknown parameters, such as camera orientation elements and pass point coordinates, corresponding to each subblock are treated as one subset of unknown parameters. These subsets are then ordered to correspond to the sequence of the subblocks or strips within the block.

For example, the subblock shown in Figure 1 may be partitioned into 2 strips and the ordered set of unknown parameters is the union of 2 subsets of unknowns. The first subset consists of the orientation elements of photographs 1,2,3 and the coordinates of pass points $12,21,22,23,31,32,33$. (The numbering of pass points is such that the first digit gives the row position and the second digit gives the column position.) The second subset of unknowns consists of the orientation elements of photographs 4, 5, 6 and the coordinates of pass points $41,42,43,52$. The
correlation between the 2 strips is due to the fact that the pass points $31,32,33$ are common. It is clear now that the ordering of unknowns given in Figure 2 is not the ideal one.

## Coxclusions

The following conclusions have been made from this investigation:

- The use of orthogonal transformations in the numerical solution of least squares is quite suitable for the problem of aerial triangulation adjustment. Preliminary studies indicate that the method of orthogonal transformations is numerically more stable than other direct methods of solutions. Further tests with larger blocks are necessary to verify the indication.
- The storage requirements of Householder transformations are more favorable than those of Gram-Schmidt process. Larger blocks could be simultaneously adjusted within the main memory of an electronic digital computer if Householder transformations are applied. The use of the compact storage scheme known as linked memory allocation proved to be useful in this respect.
- For very large blocks which cannot be handled all at once in the main memory, the use of auxiliary storage devices, which are rather slow in the read and write operations, would be inevitable. The Gram-Schmidt process would be more suitable in this instance. It would allow the reduction of very large systems of equations to smaller systems through the repeated application of the principle of partitioning a vector space into a subspace and its orthogonal complement.
- The Gram-Schmidt process offers the possibility of estimating the accuracy of the unknown parameters and computation of their covariance matrix without any matrix inversion as is usually done in the classical least squares via normal equations.
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